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This paper considers the use of the bal- 
anced half -sample method for estimating the var- 
iance of an estimated mean when each individual 
from a selected sample has been assigned a unique 
statistical weight. Such individual weighting 
is an attempt to bring the contribution of sam- 
ple individuals falling into specified demo- 
graphic classes into closer alignment with known 
population figures. Previous work by Kish and 
Frankel (1968, 1970) and Simmons and Baird (1968) 

concerned the use of such weights in complex sam- 
ple surveys such as the Health Examination Sur- 
vey of the National Center for Health Statistics. 

1. Estimating the variance of with unique 
statistical weights 

For simplicity a population composed of L 
strata is considered. Let N be the total number 

of individuals in this population and let Ni be 
the number of individuals in the ith stratum, 

i = 1, L. Suppose each individual in this 

population can be classified into one of D demo- 

Demo 
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1 N11 
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graphic groups and let M be the number of in- 
dividuals in the jth demographic group, j 1, , D. Let Ni be the number of individuals in 
the ith stratum belonging to the jth demographic 
group. The population totals, Ni, Mj, i 1, , 
D are know. 

L D L D 
Clearly, E N. = E M. E E N. N, 

1=1 j=1 1=1 j=1 1j 

D L 
E N.. =N., i = 1, , L, E N = M., 

j=1 
i=1 

j= 1, D. 

Now suppose a 
uals is drawn with 

tum, i =1, L. 

random sample of ni individ- 
replacement from the ith stra- 

L 

Let n = E ni be the total 
i =1 

number of individuals selected from the popula- 
tion. Further, suppose that upon selection each 
individual is placed, at random, into one of two 
groups and the demographic class to which the in 
dividual belongs is noted. Let nijk be the num- 
ber of individuals in the jth demographic class 
within the ith stratum who were placed at random 
into the kth group, k = 1, 2. 

L L L 
Let = E = ni42, mj = E nij, 

1=1 i=1 2=1 

2 
j = 1, 2, D, = ni 1, L, 

k=1 

j = 1, D. 
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L D L D 
Note that E n. E m. E E n = n, 

1=1 j=1 1=1 j=1 i 
D 

nij = ni, i = 1, ..., L. We also note that 
j =1 

since the division into groups is done at random, 
mjk is usually not equal to mj /2, k 1, 2. 

Let wiik9 be a statistical weight assigned 
to the kth individual in the kth group of the jth 
demographic class in the ith stratum. The wijkk 
are selected so that following properties hold: 

L D 2 nijk 
(i) E E E E wijkR = N 

i =1 j =1 k =1 =1 
(1) 

D 2 nijk. 
(ii) E E E = Ni , i=1, L (2) 

j=1 k=1 R=1 

L 2 nijk 
(iii) E E E wijkR = , j=1, D (3) 

i=1 k=1 

Let us assume that the demographic break- 
down in each stratum is the same. That is, 

Ni Mj 
Nij 

Then, by taking 

N 

Ni (4) WijkR 

it is easily verified that (1), (2), and (3) hold. 
Hence, constructing statistical weights in this 
manner satisfies the desired properties. 

Let xi be a measurement taken on the Rth 
individual in the kth random group of the jth 
demographic class in the ith stratum and let 
be the mean of the individuals in the jth demo- 
graphic class in the ith stratum. Let 

L D 
= 

Ñ 
E E Nij pij be the mean in the entire 

i =1 j =1 

population. Then, may be estimated using the 
statistical weights as follows: 

L D 2 nijk 

E E E E wijkk 
i =1 j =1 k =1 =1 

L D 2 nijk 
E E E E Wijk9 

i =1 j =1 k =1 =1 

We obseerve that since the nij are random 
variables, p is not a linear estimate but is, in- 
stead, a combined ratio estimate. 
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For this estimate, the denominator of 
equals N. That is 

L D 2 ni k 
= E E E xi 

i=1 j=1 k=1 j 

Even here, p is not a linear estimate since the 
nij occur in each of the weights. In cases to 
be discussed later, where the estimation of the 
mean of a smaller subgroup in the population is 
considered, the denominator may not be constant. 

Now, we note that 

E (ulnij 0) = u. 

Clearly, unbiased estimates of the mean of 
any collection of the demographic classes of in- 
dividuals ( "domain of interest ") can be obtained, 
subject to the condition that the total of the 
nick in this collection 0, by making use of the 
indicator random variable as follows: 

j 
Let 

YijkR 

1 if individual belongs to the 
domain of interest 

O if individual belongs to some 
other domain. 

Then, the combined ratio estimate 

L D 2 nijk 
E E E E Yijki wijk9 xijkL 
i =1 j =1 k =1 =1 

D 
L D 2 nijk 

íl jl kl R wijkR ijkR 

can be shówn to be an unbiased estimate of the 
mean (to the extent that the nij 0) of the 

domain of interest. 

Once statistical weights of this nature have 
been established and the corresponding estimate 
defined, the problem of estimating the variance 
remains. 

Two ways of adjusting individual weights for 

the purpose of estimating the variance of are 

considered. The first, which we will refer to as 
the "single -set method ", uses the entire sample, 
as described above, to construct the individual 
weights. These weights are then used in all cal- 

culations. That is, the same individual weights 
are used for estimates based on only part of the 

sample individuals (e.g., a half -sample) as are 

used for estimates based on the entire sample. 

Clearly, since the weights were designed to bring 
the entire sample into closer alignment with the 

population, the resulting estimates based on a 

fraction of the sample will not necessarily re- 
flect the population parameter. A second method, 
which we will refer to as the "multiple -set 
method ", considers the subgroup of the sample 
from which a population estimate is to be com- 
puted and assigns weights to the individuals in 



the subgroup. There is then a closer alignment 
between specified demographic classes in the sub- 
group and the population. 

a. The Single -Set Method 

The single -set method always assigns the 
individuals the statistical weight 

N. M. 
= 

N(nij) 

Hence, for the balanced half -sample method, let- 
ting be an element from the appropriate 
Plackett- Burman matrix, we compute m half -sample 
estimates p = 1, m, where 

x 

(1 ij2t 

(p) D 

+ 

(7) 

and 
(+1 if the first group is to be used from 

Spi 
the ith stratum 

0 if the second group is to be used 
from the ith stratum. 

Once the calculated, the variance 
of may be estiñlAted by using 

= E 

i=1 

where is defined as in (5). 

b. The Multiple Set Method 

(8) 

Consider a second set of individual statis- 
tical weights 

Ni M 

N(nijk) 

Then, for the balanced half -sample method we com- 
pute m half sample estimates p = 1, m, 

where 

+ 
pi ij 

(9) 

We note that E (u(p)Inijk 0) Hence, 

p 1, , m, is an unbiased estimate of pro- 
vided all > O. 

The balanced half -sample estimates of the 
variance of are defined as in (8) with the 
i = 1, , m, defined as in (9). 
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It is often of interest to estimate the 
variance of for certain domains of interest in 
the population. That is, we might want to es- 
timate the variance of the estimated mean, 
of one of the demographic classes into whichDthe 
population is divided. As before, an indicator 
variable, Yijk2, which takes on the value 1 if 
the individual belongs to the demographic class 
for which an estimate is desired and 0 otherwise, 
is used. Then, the pth half -sample estimate of 

Pn is 

n1j2 D 

11 1 ij2t 

L D D nij2 

v 
ij2t } 

where 

w g if the single-set method is used 
* 

wijkk- if the multiple -set method is used. 

Then, the balanced half -sample estimate of the 
variance of is 

VB ((i) - where is de- 
1=1 

fined as in (6). 

2. The Sampling Experiment 

Sampling experiments were performed using 
both the single -set or multiple -set weights in 
conjunction with the balanced half -sample method 
to estimate the variance of Û. 

In the sampling experiments, ni observations 
were randomly selected from the ith stratum, i = 1, 

L. On the jth draw from the ith stratum we 
observe the random pair (xij, uij) where 

xii 
N (i)) 

and 

Uij U(0,1) . 

The population is categorized into D 2 

demographic classes, and the probability of fall- 
ing into either of the two is specified. That is, 

let 

M1 P1 
N 

be the proportion of the population belonging to 

the first demographic class. This proportion is 

a specified constant for all strata. 

, the individual is a member of 

the first demographic class 
, the individual is a member of 

the second demographic class. 



We label the first demographic class "domain 
1" and the second "domain 2 ". Hence, for each 
of the n observations drawn from this population 
we have a value for x as well as the demographic 
class to which the observation belongs. 

The means and variances of x are specified 
for each of the L strata. Also specific are N, 
p1 =M1 /N, Ni and ni, i = 1, ..., L. We will be 
interested in obtaining estimates of the variance 
of the estimated mean of the entire population, 
of doman 1 alone and of domain 2 alone. 

The following "situations" were considered: 

Situation (i -1) L = 3, p 
x 
(1) =5, p 

x 
(2) =10, 

Situation (i -2): 

Situation (i -3): 

Situation (i -4): 

Situation (i -5): 

Situation (i -6): 

Situation (i -7): 
Situation (i -8): 
Situation (i -9): 

Situation (i -10): 

Situation (i -11): 

Situation (i -12): 

Situation (ii) 

=15, =1,.i= 1,2,3, 

p1 =.8, N1 =1000, N2 =2000, 

N3 =7000, N= 10000, ni =100, 

i= 1,2,3. 

Situation (i -1) with ni =10, 
i= 1,2,3. 

Situation (i -1) with ni =20, 
i= 1,2,3. 
Situation (i -1) with ni =50, 
i= 1,2,3. 

Situation (i -1) with =.9 

p1 =.7 

" =.5 

" N1 =3333, 
N2 =3333, N3 =3334. 
Situation (i -1) with N1 =7000, 
N2 =2000, N3 =1000 
Situation -1) with p =10, 
i =1,2,3 
Situation ((j -1) with u(1) =5, 

L= 15,px(1) =5, =ux(1) + 

5(i -1), i= 2,...,15, a =1, 

i= 1,...,15, p1 =.8, N1 =300, 

Ni =N1 + 100(i -1), i= 2,...,15, 

N= 15000, ni =n =100, i= 1,...,L. 

For situations (i -1) - (i -11), 1000 repeti- 
tions of the experiment were taken and for situ- 
ation (ii), 200 repetitions were taken. 

The variance of was estimated with VB(u). 

Table 1 presents the estimated absolute rel- 
ative and variance2, of the estimated var- 
iance of which resulted from each of the sam- 
pling experiments performed for the thirteen sit- 
uations under consideration. Results are pre- 
sented using both the single -set and multiple - 
set methods for the more prevalent domain 1 indi- 
viduals, the less prevalent domain 2 individuals, 
and for all sample individuals. Considered in 
this table, as described earlier, is an L strata 
situation where we vary the number of observa- 
tions selected in each stratum, the probability 
of selecting an individual from domain 1, the 
population sizes of the strata, the means of the 
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strata, or the number of strata. 

Situations (i -1) through (i -10) correspond 
to having u(1) = 5, u(2) = 10, u(3) = 15. That 
is, these strata are rather spread out - partic- 
ularly since X) = i, i = 1,2,3. As is seen in 
Table 1, when we estimate the variance of p for 
specific domains of interest using the single - 
set method with the balanced half -sample tech- 
nique, the resulting variance estimates show ex- 
tremely high bias and variability when compared 
to the same estimates using the multiple -set 
method. In these situations, use of is 

advantageous since they depend on the nijk in- 
stead of the nij. The latter were used to con- 
struct the wikf,. When calculations are perform- 
ed on the entire sample, the number of individu- 
als in each stratum is equally divided among the 
two established groups and there no longer ap- 
pears to be an advantage to using the multiple - 
set method. 

We note that when groups are established 
within each stratum, nijk, the number of indi- 
viduals belonging to a specific demographic class 
within a group, is a random variable. That is, 
nijk is not necessarily nij /2. In fact, when a 
small number of observations are selected from 
each stratum it is possible, as is indicated by 
the " * ", that nijk = 0 in some cases. 

In situations (i -11) and (i -12) where the 
means in each stratum are either equal (all 
p(i). 5) or close, (p(i) 5,6,7, = 1), 

there appears to be no advantage to using the 
multiple -set method. 

Calculations with situation (ii) indicate 
that, with 15 strata with widely differing means, 
it is certainly advisable to use the multiple - 
set method. For domain 1, the absolute relative 
bias was reduced from 60.157 using the single - 
set method to .054 using the multiple -set method. 
For domain 2, the absolute relative bias was re- 
duced from 221.663 using the single -set method 
to .045 using the multiple -set method. In fact, 

even for calculations involving all sample in- 

dividuals, for these 15 highly spread strata, an 

absolute relative -bias of 3.038 using the single - 
set method was reduced to .112 using the multi- 
ple -set method. The variances of the variance 
estimates using the single -set method were much 
higher than the corresponding variances using 
the multiple -set method. 

4. Conclusions 

Our conclusion , therefore, is that the pre- 

ferred procedure is to weight the individuals in 
each half -sample so that the half -sample esti- 

mates are representative of the population. We 
believe that an explanation for the similarity 
of the variance estimates produced by the two 

weighting methods found by Kish and Frankel 
(1968, l970) and Simmons and Baird (1968) might 

be that: 

(a) Calculations were not performed on 

domains of interest- particularly in 

which the nijk in each group were 
likely to be small, and 



(b) The means of the strata are not like- 
ly to be very different for that par- 
ticular set of data. 

We believe that when variances are estimated 
for domains of interest - particularly when the 
strata means are not likely to be similar - it is 

advisable to reweight each half -sample. We note 
that, as was seen in formula (9), this does not 
involve the establishment of m +l sets of weights 
(one for the total sample and one for each of the 
m half -samples). Instead, only two weights must 
be computed for each sample individual. The a- 
mount of extra work necessary in using this method, 

especially with the speed of modern computing fa- 
cilities, is minimal. 

By using the multiple -set weighting method, 
adequate variance estimates, in most of the sit- 
uations considered in this sampling experiment, 
were obtained. Use of the single -set method led 
to an extremely high degree of bias and variabil- 
ity in certain of the situations considered. How- 
ever, it should be recognized that these results 
only apply to the case of random sampling with re- 
placement from L strata. For this reason, further 

research is necessary to determine the appropri- 
ateness of the single -set or multiple -set methods 
for more complex survey designs such as those 
used in the Health Examination Survey. 

Table 1: Estimated values based on sampling experiments are presented for the absolute relative 

bias, - Vd D) } , and variance, V(VB(UD) ) for domain 1, domain 2 and 

all sample individuals. Estimates are made using the single -set and multiple -set method 
of individual weighting in each of the thirteen situations described in the text. 

Situation 

DOMAIN 

ABSOLUTE RELATIVE BIAS 

TOTAL SAMPLE 1 DOMAIN 2 

Single 
-Set 

Multiple 
-Set 

Single 
-Set 

Multiple 
-Set 

Single 
-Set 

Multiple 
-Set 

(i -1) .949 .115 5.438 .209 .094 .124 
(i -2) 1.355 .009 * * .116 .212 

(i -3) 1.488 .136 * * .274 .397 

(i -4) 1.069 .059 6.213 1.172 .041 .033 

(i -5) .474 .111 9.507 3.268 .063 .077 

(i -6) 1.402 .113 4.192 .132 .092 .126 

(i -7) 2.118 .110 3.619 .102 .079 .116 

(i -8) 2.734 .047 2.988 .053 .087 .108 

(i -9) 3.305 .080 14.772 .166 .099 .064 

(i -10) 1.089 .069 5.624 .251 .025 .058 

(i -11) .117 .115 .125 .209 .149 .124 

(i -12) .068 .115 .303 .209 .147 .124 

(ii) 60.157 .054 221.663 .045 3.038 .112 

VARIANCE 

Situation 

DOMAIN 1 DOMAIN 2 TOTAL SAMPLE 

Single 
-Set 

Multiple 
-Set 

Single 
-Set 

Multiple 
-Set 

Single 
-Set 

Multiple 
-Set 

(i -1) .00026 .00007 .04763 .00199 .00005 .00004 

(i -2) .06322 .01098 * * .01098 .00791 

(i -3) .01032 .00243 * * .00246 .00257 

(i -4) .00112 .00032 .88485 .58082 .00022 .00024 

(i -5) .00012 .00006 2.49803 2.13784 .00005 .00005 

(i -6) .00053 .00009 .01190 .00076 .00005 .00004 

(i -7) .00118 .00013 .00472 .00041 .00005 .00004 

(i -8) .00204 .00023 .00218 .00021 .00005 .00005 

(i -9) .00032 .00001 .07618 .00028 .00001 

(i -10) .00025 .00006 .04748 .00004 .00004 

(i -11) .00007 .00007 .00144 .00004 .00004 

(i -12) .00008 .00007 .00190 .00004 .00004 

(ii) .00104 .43840 t .00002 

* some = 0 

t value < .00001 
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ENDNOTES 

1The absolute relative bias of the estimated var- 
iance of can be estimated from a sampling ex- 
periment as follows. For each repetition of the 
sampling experiment p is computed as if 

the estimated variance of using the balanced 
half -sample technique. Then, let 

(i) E(p) = expected value of p. This is 

estimated as E(p) = 1 E , where r 
i =1 

is the number of repetitions of the 
experiment and is the estimate of p 
for the ith repetition. 

(ii) V(}1) = variance of p. This is estimat- 

ed as V(u) = (u. - )2 . 

r -1 i =1 

With r large, this value is regarded 
as the "target value" of the variance 
estimator VB(p). 

(iii) E(VB(p) ) = expected value of the half - 
sample estimation technique. This is 
estimated by 

= E VB where VB 

is the half -sample estimate of the 
variance of p produced during the ith 
repetition of the sampling experiment. 

The absolute relative bias is defined as 

] - 

V(û) 

This is estimated by 

- 

i(û) 

This relative measure places the bias into 
the context of the target value. It is the es- 

timated bias as a proportioìi of the estimated 
target value. 

2The variance of the balanced half -sample esti- 
mates of the variance of p, V[VB(p)] is esti- 
mated by 

2 = 1 (u) - B 
. 

i =1 i 

512 

ACKNOWLEDGMENTS 

This research is based, in part, on the 
author's Ph.D. dissertation which was undertaken 
at UCLA. In this regard, computing assistance 
was obtained from the Health Sciences Computing 
Faculty (UCLA) under NIH Special Resources Grant 
RR -3. Other support was obtained at the Univer- 
sity of North Carolina (Chapel Hill) through the 
U.S. Bureau of the Census under Joint Statistical 
Agreement JSA 76-93. 

REFERENCES 

Kish, Leslie and Frankel, Martin R. (1968). Bal- 

anced repeated replication for analytical 
statistics. Proceedings of the Social Sta- 

tistics Section of the American Statistical 
Association: 2 -10. 

(1970). Bal- 
anced repeated replication for standard 
errors. Journal of the American Statisti- 
cal Association, Vol. 65, No. 331: 1071- 

1094. 

Simmons, Walt R. and Baird, James T., Jr. (1968). 

Pseudo -replication in the NCHS Health Ex- 
amination Survey. Proceedings of the So- 
cial Statistics Section of the American 
Statistical Association: 19 -30. 


